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PREFACE 

The research reported herein was performed at the Arnold Engineering Development 
Center (AEDC), Air Force Systems Command (AFSC). The Air Force project manager was 
M. K. Kingery. The results were obtained by Calspan Field Services, Inc., operating 
contractor for the aerospace flight dynamics testing effort at the AEDC, AFSC, Arnold Air 
Force Station, Tennessee, 37389, under AEDC Project No. D228VW (Calspan Project No. 
V32L-B2). The manuscript was submitted for publication on February 17, 1983. 
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1.0 INTRODUCTION 

Several different sensors and/or  techniques are utilized for the measurement of 
aerodynamic heating in the continuous wind tunnels of the von K~rman Gas Dynamics 

Facility (VKF) at the Arnold Engineering Development Center (AEDC) (Ref. 1). These 

include discrete transducers such as Gardon gages (Refs. 2 and 3) and Schmidt-Boelter gages 

(Refs. 4 and 5), surface temperature sensors such as thin-film resistance thermometers (Refs. 

6 and 7) and coaxial surface thermocouples (Refs. 3 and 8), calorimetric devices such as 

thin-skin models (Ref. 3) and individual slug calorimeters (Refs. 9 and 10), and infrared 
imaging systems for thermal mapping (Ref. 11). Regardless of  the sensor or technique 

employed for these measurements, the experimental calibration of the device should be 

traceable to common heat-flux standards. 

Heat-transfer rate or heat flux is perhaps the least tangible fundamental aerodynamic 

parameter measured in wind tunnel testing. Because of the elusive quality of the parameter, 
it is difficult to appraise the accuracy of heat-flux calibrations. Prior to October 1977, the 
National Bureau of Standards (NBS) neither maintained calibrated heat sources or heat- 

flux measurement standards, nor provided heat-flux transducer calibration services. 

Therefore, heat-flux calibration traceability to NBS standards was not possible. The heat- 

flux transducer designer usually inherited the added responsibility of establishing reliable 

calibration standards and calibration systems. 

With regard to the experimental calibration of transducers for wind tunnel heat-flux 

measurements, standards were established at the AEDC in 1963. These standards are slug- 

calorimeter transducers with fine-wire thermocouple temperature sensors. The experimental 
calibrations of all heat-flux transducers employed for wind tunnel measurements at the 

AEDC are traceable to the slug-calorimeter standards. 

Because of the excellent heat storage properties of the slug calorimeter, it takes an 

excessively long period of time for the calorimetric mass to return to ambient temperature 

after exposure to the heat source. Because of the amount  of time involved and the data 

reduction technique (measurement of slope), the use of the slug-calorimeter standards on a 
routine basis is impractical. In order to alleviate this problem, the heat-flux calibration is 

transferred from the slug-calorimeter standards to transfer-standard transducers. Transfer 
standards used with the radiant heat-flux calibration facilities at the AEDC are 1/4-in.-diam 

conventional Gardon gages (Ref. 2) and Schmidt-Boelter gages (Ref. 4). The transfer 
standards are used to measure the heat-flux level from the heat source for routine 

calibrations. The basic principle of operation and physical configurations of the transfer 
standards and many transducers used in wind tunnel tests are identical. Therefore, a high 
degree of operational compatibility exists between the transfer standards and test 

transducers for routine calibration procedures. 
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In the October 1977 edition of the Optical Radiation News, the NBS offered heat-flux 

calibration services on a very limited basis and over a low range of heat-flux levels (Ref. 12). 

Although several inquires were made to the NBS since late 1977 regarding heat-flux 

calibration services, only recently were these services made available to the AEDC. Six heat- 

flux transducers fabricated and calibrated at the AEDC were subsequently sent to the Fire 

Research Center (FRC) of the NBS for calibration. The results of NBS calibrations were 

received about June 1, 1982, and are discussed in this report. 

As a result of the heat-flux calibrations performed at the NBS, the AEDC now has 

traceability to NBS standards. A comparison of the calibration results obtained from the 

NBS with results obtained at the AEDC was made in order to calculate a total calibration 
uncertainty value. 

2.0 AEDC HEAT-FLUX CALIBRATIONS 

The apparatus/hardware and procedures/methods utilized in performing experimental 

heat-flux transducer calibrations at the AEDC are described in this section. Results of the 

AEDC calibration of the six heat-flux transducers also calibrated at the NBS are included. 

2.1 APPARATUS 

The apparatus used for the calibrations described in this report is basically the same as 

that used in model material thermophysical property measurements. This hardware is shown 

in Fig. 1. A schematic diagram illustrating the procedure utilized in the experimental 

calibration of transfer-standard gages is shown in Fig. 2. 

2.1.1 Transfer Standards 

Transducers described in this report are used as transfer-standard gages and consist of 

four 1/4-in.-diam conventional Gardon gages and two 1/4-in.-diam Schmidt-Boelter gages. 

These transducers were designed and fabricated at the AEDC. 

2.1.1.1 Gardon Gages 

The mechanism of heat transfer in the Gardon gage is by radial heat conduction. Its 

principle of operation is well known and is widely documented (Refs. 2, 3, 5, and 13). 

Gardon gages feature a self-generating output directly proportional to the heat flux incident 

on the sensing surface and excellent calibration stability. Limitations are low output at low 

heat-flux levels (_<0.5 Btu/ftE-sec) and only fair durability. Gardon gages find widespread 

use as transfer standards in radiant heat-flux calibration facilities. A sketch of the Gardon 

gage used in these experiments is shown in Fig. 3. 
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2.1.1.2 Schmidt-Boelter Gages 

Axial heat conduction through layers of different materials is the heat-transfer 

mechanism in the Schmidt-Boelter gages (Refs. 4, 5, and 13). These sensors are not as widely 
used as Gardon gages for transfer standards, but they are reliable instruments which feature 

self-generating output  directly proportional to incident heat flux, good sensitivity, excellent 

calibration stability, and excellent durability. It is expected that Schmidt-Boelter gages will. 
replace Gardon gages in many applications as the technical community becomes increasingly 

aware of their operational advantages. Figure 4 shows the construction details of the 

Schmidt-Boelter gage used as a transfer standard. 

2.1.2 Heat-Flux Measurement Standards 

As previously stated, all experimental heat-flux transducer calibrations performed at the 

AEDC are traceable to slug-calorimeter standards. A slug calorimeter is comprised of a 
thermally insulated calorimetric mass with provisions for measuring its back-surface 

temperature history. The basic principle of operation of the slug calorimeter is simple and 
well documented (Refs. 5, 13, and 14). Implied in the theoretical concept of the slug 

calorimeter is that all of the heat flux incident on the sensing surface of the instrument 
during the period of measurement is stored in the calorimetric mass (slug). The expression 

utilized for the measurement of heat-flux data is 

dl = 0 to Co dTback (1) 
dt 

where 

0 = 
f = 

Cp = 

Z b a c k  = 

t = 

heat flux or heat-transfer rate, Btu/ft2-sec 

density of calorimetric mass, lb/ft  3 

thickness of calorimetric mass, ft 
specific heat of calorimetric mass, Btu/lb-°F 
back-surface temperature of calorimetric mass, °F 

time, sec 

Practical advantages of using the slug calorimeter as a heat-flux measurement standard can 

be realized by examination of Eq. (1). Density (0) and specific heat (Cp) are the only 
thermophysical properties whose absolute values must be known. Both the thickness (0 of 

the calorimetric mass and the time intervals can be measured to 0.10-percent accuracy. A 

section drawing of the slug calorimeter used in the calibrations is shown in Fig. 5. 
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2.1.2.1 Analytical Considerations 

Equation (1) defines the ideal slug-calorimeter relationship between the heat flux 

incident on the sensing surface of  the calorimetric mass and the back-surface temperature 

history. Implied in this relationship is that heat is received only at the sensing surface and no 

heat is lost from the calorimetric mass during the time period of interest. These restrictions 

must be met so that the use of Eq. (1) will yield accurate heat-flux measurements. The slug 

calorimeter shown in Fig. 5 was designed with the aid of a finite-element, two-dimensional 

heat-conduction code designated TRAX (Ref. 15). Analytical results graphically illustrated 

in Appendix A show that the physical dimensions and thermal properties of the calorimetric 

mass and mass support are important considerations in the design of an efffective slug 

calorimeter. 

2.1.2.2 Calorimeteric Mass 

A 0.50-in.-diam by 0.10-in.-thick disk of OFHC (oxygen-free high-conductivity) copper 

is used as the calorimetric mass in slug-calorimeter standards. OFHC copper is certified by 

the supplier to be 99.99-percent pure. Copper was selected as the material for the 

calorimetric mass because its thermal and physical properties (Cp and 0) are known to good 

accuracy (_< 1.0-percent error) and are well documented (Ref. 16). The specific heat of 

copper is nearly constant over the temperature range of interest, AT _< 50°F (Ref. 16). The 

thickness of  the copper disk can be measured to an accuracy of 0.0001 in. or 0.1-percent 
error with a precision micrometer. 

2.1.2.3 Temperature Sensors 

Fine-gage (0.003-in.-diam) thermocouple wires with Teflon ® insulation are used to 
measure the time-resolved temperature rise of the calorimetric mass in the slug-calorimeter 

standards. These thermocouple pairs are installed by swaging the individual wires into the 

backside of the copper disk. Two different American National Standards Institute (ANSI) 

type thermocouple wire pairs were installed on two of the calorimeters. Slug-calorimeter 

standards with ChromeP -constantan (ANSI type E), iron-constantan (ANSI type J), and 

Chromel-Alumel * (ANSI type K) thermocouples or combinations of  these were fabricated 

and used in the experimental calibrations described in this report. 

2.1.3 Heat-Source Hardware 

The heat source (and associated hardware) utilized in the calibrations is a quartz tube 

lamp bank (see Figs. 1 and 2) normally used in conjunction with model material 
thermophysical property measurements. Nine 1,000-w (3/8-in.-diam by 12-in.) tungsten 



AEDC-TR-83-13 

filament lamps spaced 0.5 in. apart comprise the lamp bank. The heat source is capable of 

supplying incident heat-flux levels up to 15 Btu/ft2-sec to a test transducer/material 

specimen. Longitudinal and transverse normalized heat-flux maps are shown in Figs. 6 and 
7, respectively, to define areas of constant heat flux. Large (15- by 3.5- by 0.06-in.) double- 

decked, spring-loaded, mechanically operated shutters shield the heat source from the heat- 

flux sensors until the shutters are actuated. The transfer-standard transducers and slug 

calorimeter are located about 2.75 in. below the lamp bank in a 2- by 2- by 1-in. mounting 
block. There are provisions for water cooling the lamp bank hardware and blowing cool air 
onto the test transducer/material specimen after heating. 

2.1.4 Data Acquisition System 

The data acquisition system used in these experiments is a Preston GMAD-3 analog-to- 

digital (A/D) converter operating under the control of a Digital Equipment Corporation 
(DEC) PDP-11/10 minicomputer (see Fig. 2). For the measurements described in this 

report, the system was configured to accept up to six channels of analog data at a sampling 
rate of ten points per second for a total time period of 15 sec. There are provisions on the 

A /D  converter system for individual channel zero and gain adjustments. Simple manual 
inputs can be made to the system either at a teletype terminal or by thumbwheel switches on 

a console panel. A paper tape containing all the digital data is generated by the system at the 

conclusion of each calibration data run. Calibration data on the paper tape are processed by 
the facility computer (DEC system -10) and stored on disk file for future reference. 

2.1.5 Reference Junction Compensators 

An Omega-CJ cold-junction compensator (see Fig. 2) was used with each backside 

thermocouple to simulate effectively a thermocouple cold-junction temperature of 32°F 

(0°C). The cold-junction compensators have a stability of +0.2°C.  Cold-junction 
compensators were available for ANSI types E, J, and K thermocouples. 

2.2 EXPERIMENTAL CALIBRATION PROCEDURES 

Experimental calibrations described in this report were performed in radiation heat-flux 

facilities. As stated in Section 2.1.3, the radiant heat source utilized for the AEDC 

calibrations is comprised of  nine 1,000-w quartz tube lamps. Quartz transmits a constant 

percentage of its radiant energy over a wavelength from 0 to about 3 # (Ref. 17). The 

percentage transmittance of quartz begins to decrease rapidly just past 3/z and is fully cut off 
(zero transmittance) at a wavelength just below 5 #. In order to comply with the 

requirements of  effective calibration procedures, a thin (---0.0005-in.) coating whose 
absorptivity is (1) high, (2) constant, and (3) known to good accuracy was applied to the 

9 
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sensing surface of each sensor. Krylon ® No. 1602 ultra-flat black spray enamel is the coating 

used at the AEDC. The absorptivity of the Krylon coating has been measured with a 

Beckman ® DK-2A spectroreflectometer on several occasions and was determined to be 0.97 

(_< _+ l-percent uncertainty) for wavelengths of 0.5 to 6.0/~. The Krylon coating showed no 

signs of variance from the constant 0.97 absorptivity at either end of the spectrum. 

Four transfer-standard gages were generally calibrated against one slug-calorimeter 

standard. All sensors were mounted in a single 2.0- by 2.0- by 1.0-in. stainless-steel block 

with the slug calorimeter in the center of the block and two l/4-in.-diam transfer standards 

located on each end of the block on 1.5-in. spacing on the longitudinal centerline of the heat 

source. The slug calorimeter had one or two different fine-wire thermocouples for 

measuring the slope of the time-resolved back-surface temperature rise. With the heat-flux 

sensors fully covered by the mechanical shutters, the lamp bank was turned on and allowed 

to remain on for about 60 sec in order to permit the lamps to reach full operating 

temperature at the desired voltage (or heat-flux) setting. The data acquisition system was 

turned on at this time. After a delay time period of from 3 to 5 sec, the heat-flux sensors 

were simultaneously irradiated by the lamp bank by actuating the mechanical shutters. The 

computer automatically turned off the data acquisition system and generated a paper tape 

containing the digital data after acquiring data for a total time period of 15 sec. Electrical 

power to the lamp bank was turned off manually. Temperatures of various parts of the heat- 

source hardware were continuously monitored by a scanning digital thermometer. After the 

heat source and its component parts and the slug calorimeter returned to ambient 

temperature, the calibration procedure was repeated as required. This experimental 

calibration procedure is illustrated in the schematic diagram shown in Fig. 2. 

2.3 EXPERIMENTAL RESULTS 

Results of the experimental calibrations of six transfer-standard gages performed at the 

AEDC are shown in this section. These results are presented in tabular format and include 

the calculation of a classical precision term for each of the six gages. A sample calibration 

data run involving a slug calorimeter with two different backside thermocouples and four 

transfer-standard Gardon gages is analyzed in its entirety from the measurement of the 

timewise output signals for each sensor to the calculation of individual gage scale factors. 

2.3.1 Data Processing 

For each calibration data run, a PDP-11/10 minicomputer generates a paper tape 

containing all the digital data in approximately 900 digital words. Analog inputs are 

processed as 12-bit words. The paper tape is transferred to a DECsystem-10 computer where 

the data are stored on a disk file and are processed into appropriate engineering units. 

I0 



A E D C - T R - 8 3 - 1 3  

2.3.1.1 Timewise Output Signals 

Converting the timewise digital data into engineering units is the first step in data 

processing. A tabulated computer printout of six analog inputs in engineering units (mv) at 

0.10-sec intervals for a total time period of 15 sec is provided as part of the reduced data. 

Further operations on the data are performed on an as-required basis. Timewise analog data 

in engineering units are required in routine Gardon and Schmidt-Boelter gage calibrations. 

However, obtaining indicated heat flux from slug calorimeters requires a conversion from 

sensor output to temperature plus a measurement of the slope of the time-resolved 

temperature history. 

Table 1 is part of a standard data printout for a typical calibration run (Group No. 

8012). Columns 2 through 7 contain the timex~,ise output signals from four Gardon gages 

and two slug-calorimeter thermocouples. The appropriate Gardon gage designation 

(Columns 3, 5, 6, and 7) and thermocouple type (Columns 2 and 4) are indicated above the 

columns. The reader's attention is directed to Columns 3, 5, 6, and 7 to observe that all four 

Gardon gage outputs indicate essentially zero output signal until the elapsed time reaches 

just over 5 sec. The Gardon gage outputs begin to rise and stabilize at a nearly constant level 

from about 7.2 sec until the end of the data acquisition period at 15.2 sec. Observation of 

Columns 2 and 4 reveals that both thermocouple outputs start at a level greater than 1.0 mv 

and maintain that constant level until the elapsed time reaches just over 5 sec. At about 5 

sec, the slug-calorimeter outputs begin to rise linearly with time until the end of the 

calibration data run. The sequence of events described above corresponds to (1) turning on 

the data acquisition system at time zero, (2) actuating the mechanical shutters to irradiate the 

heat-flux sensors at a time of about 5 sec, and (3) turning off the data acquisition system at 

time equals 15.2 sec. 

An explanation of the items listed in Columns 8, 9, 10, and 11 in Table 1 is in order. 

These items represent reduced data, but are indicators only and are not used in calibration 

data calculations. QDOT1 and QDOT2 (Columns 8 and 9) are reduced heat-flux data and 

are calculated by multiplying the scale factors for Gardon gages GG33 and GG24, 

determined by the NBS calibration, by their appropriate timewise output signal levels. 

QDOTRI/2 (Column 10) is simply the ratio of the reduced heat-flux levels for Gardon gages 

GG33 and GG24, respectively. EQUIP TEMP (Column 11) represents the reduced 

temperature of the slug calorimeter as indicated by the iron-constantan thermocouple. 

2.3.1.2 MUlivoltage to Temperature Conversion Data 

In March 1974, the National Bureau of Standards issued a new reference standard for 

thermocouple temperature-emf equivalents (Ref. 18). This publication, based on the 

International Practical Temperature Scale of 1968 (IPTS-68), replaced NBS Circular 561 

11 
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which was previously used for various thermocouple combinations. Coefficients for 

converting thermocouple millivoltage measurements to equivalent temperatures are given in 

Ref. 18 for all the thermocouple pairs (ANSI types E, J, and K) utilized for obtaining the 

experimental data described in this report. These coefficients were computed by using the 

standard least-squares curve-fit technique with polynomial degrees of two through five. The 

equations selected for the measurements described in this report are for five-degree 

polynomials written as 

T = ao + a~E + a2 E2 + a3E 3 + a4 E4 + asE 5 (2) 

where E is in mv, T is in °F, and al through a5 are in °F/mv.  The selected range is from 0 to 

300°F, and the error range is from -0 .03  to 0.02°F. 

Table 2 shows the timewise back-surface temperature histories from both a Chromel- 

constantan (ANSI type E) and an iron-constantan (ANSI type J) thermocouple for the same 

calibration data run (Group No. 8012) considered in Section 2.3.1.1. These temperature 
histories are shown in Columns 4 and 8, respectively, and were calculated by applying the 

appropriate coefficients (al through as) in Eq. (2) to the respective output  signal histories in 

Columns 3 and 7. These coefficients were checked as described in Section 2.3.1.3 and 

adjusted as required. 

2.3.1.3 Thermocouple Wire Calibration 

During initial calibration of the transfer-standard gages versus slug-calorimeter 

standards, differences of up to two percent in indicated heat flux, as determined from 

different thermocouple wire pairs on the same slug calorimeter, were measured. This 
difference was considered unacceptable. Therefore, a 6-ft length of wire from the same 

spool from which the slug-calorimeter wire for each of the three types of thermocouples was 
taken was sent to the AEDC Central Instrument Laboratory for temperature versus emf 
calibration. A platinum resistance thermometer traceable to NBS was employed as the 

temperature standard. Results of this calibration are generally summarized as follows: at a 
temperature (174°F) of about 100°F above room temperature, Chromel-constantan (ANSI 

type E) indicated 0.43°F high, iron-constantan (ANSI type J) indicated 2.92°F low, and 

Chromel-Alumel (ANSI type K) indicated 0.13°F low. The coefficients (a~ through as) in the 

five-degree polynomial used to reduce the data from the respective thermocouples were 

adjusted to reflect the results of the thermocouple wire calibration. 

2.3.1.4 Slope of Time-Resolved Temperature History 

Having obtained the back-surface temperature history of  a slug calorimeter exposed to 

calibration heat flux, the next step in data processing is measuring the slope of the time- 

12 



AEDC-TR-83-13 

resolved temperature data. This can be accomplished by either of two methods: machine 

calculations/plots or hand-reduced data/plots. 

2.3.1.4.1 Machine-Reduced Data /Plots  

Measurement of the slope of time-resolved temperature data on the DECsystem-10 

facility computer is accomplished by doing a sliding sectional curve fit of a second order 

polynomial and applying the least-squares method (Ref. 19). Five points on either side of the 

center point were used in curve fitting the temperature-time data. Columns 5 and 9 in Table 

2 show the calculated slope of the slug-calorimeter back-surface temperature history for 

ANSI type E and J thermocouples, respectively, for the same calibration run (Group No. 

8012) considered in previous sections of this report. As previously noted, the temperature 

rises and slopes are essentially zero until a time of just over 5 sec has elapsed since the data 

acquisition system was turned on. At this time, the slopes begin to rise and reach a relatively 

constant level at a time of about 6 sec and are maintained until a time of 11.5 sec, at which 

the slopes begin to decrease rapidly. 

It is assumed that the heat source is supplying constant heat flux over the entire exposure 

period. Under ideal conditions, the experimenter would be able to obtain a valid 

measurement of the slope at any time point during the exposure period. However, because 

of system electrical noise, fluctuations in power supply voltage, room air currents, etc., a 

more effective method of slope measurement is to take the average of individual data points 

over a reasonable time period. The method used with the AEDC calibration data is to take 

the average of the calculated slopes beginning at the time point at which the temperature rise 

reached 6.0°F and continuing over the next four seconds. From Table 2 it can be seen that 

the time point at which the temperature rise measured by the type E thermocouple exceeds 

6.0°F is 7.0 sec. 

Figures 8 and 9 are machine plots of the slug-calorimeter back-surface temperature 

history for type E and J thermocouples, respectively, for Group No. 8012. There are several 

parameters printed on each plot. Most of these are self-explanatory, but the parameter, 

QDOT, may be confusing. QDOT is the average of QDOT Avg (Column 2, Table 2) from 

the initial data taking time point (t = 7.0 sec) and continuing over the next four seconds. 

ESLOPE (see Fig. 8) is the measurement of the slope of the back-surface temperature 

history from t = 7.0 to 11.0 sec, and QINDE is the corresponding indicated heat-flux level 

calculated by multiplying ESLOPE by of Cp [see Eq. (1)]. Note the good agreement between 

ESLOPE in Fig. 8 and JSLOPE in Fig. 9. This is indicative of the agreement of indications 

from Chromel-constantan and iron-constantan thermocouples on the same calorimetric 

mass. 
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2.3.1.4.2. Hand-Reduced Data/Plots  

Although the indicated heat-flux data from slug-calorimeter back-surface temperature 

histories are obtained from machine-reduced data as described in the previous section, 

accuracy of these data may be checked by comparison with hand-reduced data. With 

reference to Figs. 10 and II, plots were made of the slug-calorimeter back-surface 

temperature rise versus time for Group No. 8012. Individual data points (circular symbols) 

were plotted at 0.50-sec intervals in Figs. l0 and I 1. The solid line represents the best straight 

line through the individual data points. The time period over which the slope is measured 

should roughly cover the same time period as the machine plots. Comparison of ESLOPE in 

Fig.8 with dTE/dt in Fig. l0 and JSLOPE in Fig. 9 with dTj/dt  in Fig. 11 shows excellent 

agreement. This enhances the credibility of the machine-reduced data. 

2.3.2 Calculation of Transducer Scale Factors 

Individual transducer scale factors are calculated by dividing the heat flux indicated by 

the measurement of the slope of the slug-calorimeter back-surface temperature history by 

the outputs of the transducers at the same time point. For the calibration data run (Group 

No. 8012) under consideration, the transducer outputs were measured at the mid-point (9 

sec) of  the time interval over which the slopes were measured. Because there were two 

different types of thermocouples on the slug calorimeter for this calibration run, there were 

two data points generated for each of the four transducers. Two other slug calorimeters were 

used in the experimental calibrations. One had a Chromel-constantan thermocouple and a 

ChromeI-Alumel thermocouple attached to the back surface of the calorimetric mass. The 

other had only one Chromel-constantan thermocouple. 

A large number of calibration data runs (59) was performed in order to generate a valid 

statistical analysis. Table 3 contains all the AEDC experimental data used to calculate the 

heat-flux calibration uncertainty presented in this report. With reference to Table 3, the heat 

fluxes indicated by the slug-calorimeter standards are shown in Columns l through 3, and 

the corresponding transducer outputs are shown in Columns 4 through 9. 

The reader will notice there are numerous values of - 1.000 indicated for both heat-flux 

and transducer output. It was stated in Section 2.1.4 that the data acquisition system was 

configured to accommodate only six analog inputs simultaneously. Since three slug 

calorimeters and six transfer-standard gages were involved in the experimental calibrations, 

all could not be electrically operational for any one calibration data run. The normal 

practice was to utilize one slug calorimeter with two different types of backside 

thermocouples and four transfer-standard gages. The slug-calorimeter thermocouples and 

transfer-standard gages which were not electrically hooked up for any particular calibration 
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run were coded with a -1.000 value. The computer program was coded to ignore any 

parameter with a value of - 1.000. 

Table 4 shows the scale factors for each of the six heat-flux transducers calculated from 

the experimental data shown in Table 3. The highest number of data points for any 

particular transducer was 68; the lowest number was 46. No effort was made to separate 

data taken with different slug calorimeters and/or  thermocouple temperature sensors. 

Therefore, there will be no bias term in the calculation of transducer heat-flux uncertainty 

using only the AEDC experimental data. A precision uncertainty term was calculated for 

each individual transducer from the scale factors shown in Table 4. 

2.3.3 Calculation of Uncertainty 

As stated in the previous section, calculation of the uncertainty of the AEDC 

experimental calibration data will involve only a precision term for each transducer. 

Appendix B presents the classical definition of uncertainty. Precision is simply defined as the 

variation of repeated measurements of the same quantity. The sample standard deviation (S) 

is used as an index of the precision. The parameter of interest here is the scale factor, SF (see 

Section 2.3.2), of each of the six heat-flux transducers. Standard deviation of individual 

transducer scale factors is defined as 

S= ~1=1 (SFi -N S--~)2 (3) 

where 

S = standard deviation, Btu/ft2-sec/mv 

N = number of samples 

SF1 = any scale factor, Btu/ft2-sec/mv 

S-F = mean value of scale factors for any individual transducer, Btu/ft 2- 

sec/mv 

i = index 

Table 5 shows the calculated mean values and standard deviations of the AEDC 

experimental calibration data for each of the six heat-flux transducers also calibrated at the 

NBS. For comparison purposes, the standard deviations for each transducer were 

normalized by conversion to percentage standard deviation. The individual values range 
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from a low value of 0.77 percent for Schmidt-Boelter gage SB21 to a high value of 1.46 

percent for Schmidt-Boelter gage SB22. 

3.0 NBS HEAT-FLUX CALIBRATIONS 

Calibration of the six transfer-standard heat-flux transducers, fabricated by the AEDC, 

at the NBS was coordinated with Mr. J. R. Lawson, a physical scientist in the FRC. 

Information in this report regarding the apparatus used by the NBS in the performance of 

these calibrations is somewhat sketchy. This information was obtained from private 

communication (several telephone calls and one letter) between the author and Mr. Lawson. 

A fact of primary importance is that the calibrations of the transducers are not certified 

by the NBS because they were performed by calibrating against an NBS transfer standard. 

This transfer standard was calibrated by the Optical Physics Division of the NBS in August 

1977 (Ref. 12). The calibration of the transfer standard in 1977 was certified by the NBS. 

Therefore, while the calibrations of the AEDC transducers are traceable to certified NBS 

heat-flux standards, the calibrations cannot be regarded as NBS certified. 

3.1 APPARATUS 

The radiant heat source used for the NBS calibrations was a 2,000-w tungsten halogen 

lamp located inside an ellipsoidal collector. The source was built by Tamarack Scientific 

Company and was modified at the NBS to ensure proper optical alignment of the heat-flux 

transducers. The voltage and current stability to the radiant heat source was ensured by a 

precision direct-current (d-c) power supply. An NBS-calibrated precision millivoltmeter was 

used to measure the output of the heat-flux transducers and the transfer standard. A digital 

thermometer was used to monitor the heat-sink temperature of the transducers. The heat- 

flux level from the radiant heat source was measured with NBS transfer-standard SN 

124421, a Gardon gage-type sensor. The transducers were properly aligned with the radiant 

heat source with a specially constructed mounting plate. The transducers were pinned in 

place with the front surface flush with the surface of the mounting plate. 

3.2 EXPERIMENTAL CALIBRATION PROCEDURES 

The high-absorptivity coating (see Section 2.2) applied to the sensing surfaces of the 

transducers prior to their initial calibration was allowed to remain on the transducers for the 

NBS calibration. Care was taken to protect this surface coating from any damage or 

deterioration prior to or during the NBS calibrations. 

In contrast with the AEDC procedures, the experimental calibrations at the NBS were 

performed by irradiating one transducer at a time. After the transducer was properly aligned 
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relative to the heat source, the transducer was irradiated by applying d-c power to the 

radiant lamp. The desired heat-flux level was achieved by carefully monitoring the voltage 

applied to the lamp. After the incident heat flux had stabilized (_< 5.0 sec), the transducer 

output  signal was measured and recorded. This procedure was repeated at different heat- 
flux levels for a total of ten data points per transducer. After obtaining the complete 

calibration data for each transducer, this transducer was removed from the mounting plate 

and replaced with another. The calibration procedure was repeated for each transducer 

including the NBS transfer standard. 

3.3 EXPERIMENTAL RESULTS 

All of the calibration data obtained by the NBS for the six transfer-standard gages are 

shown in tabulated form in Table 6. The NBS uses the metric system of units and heat flux is 

indicated in w/cm 2. Conversion of heat flux in metric units to English units (Btu/ft2-sec) is 

shown in adjacent columns in Table 6. Note that the independent variable is "incident heat 

flux" and the dependent variable is " instrument ou tput . "  Since the AEDC transducer 

sensing-surface absorptivity is 0.97, the true transducer scale factor is obtained by dividing 

the incident heat flux by the instrument output and multiplying the quotient by 0.97. 

Table 7 shows the results of obtaining the best straight-line curve fit through all the NBS 

calibration data points for each transducer. The form of the equation is given in Column 2. 
Because of the very low output  signals of the Gardon gages at the lower heat-flux levels, the 
data for heat-flux levels of 0.10 and 0.20 w/cm 2 were not considered to be reliable and, 

consequently, were not included in the curve fit of the data for the equation (see footnote 1 
in Table 7) for each Gardon gage. Figures 12 and 13 show the plotted calibration data for 

one Schmidt-Boelter gage and one Gardon gage, respectively. The symbols represent 

individual data points, and the full line represents the best straight-line curve fit through 

each of the data points. The reader should be reminded that the data shown in Column 2 of 

Table 7 and in Figs. 12 and 13 are in metric units. 

The value listed in the third column of Table 7 is the transducer scale factor and is the 

parameter of interest for comparison with calibrations performed at the AEDC. The scale 
factor for each gage was calculated by taking the slope of the best straight-line curve fit 
through the calibration data and multiplying by the sensing-surface absorptivity. In the 
calculation of Gardon gage scale factors, the data for the two lowest heat-flux levels were 

not included. Note that the scale factors listed in Column 3 of Table 7 have been converted 

to English units. 
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4.0 CALCULATION OF TOTAL UNCERTAINTY 

The total uncertainty of heat-flux calibrations performed on six heat-flux transducers 

calibrated by the NBS and by the AEDC was calculated according to the relationship given 
in Appendix B. The equation for total uncertainty (U) is 

U = +(B + t95S) (4) 

where B is bias, t95 is the ninety-fifth percentile point for the two-tailed Student 's " t "  
distribution, and S is standard deviation. Bias (B) is defined as the difference between the 
true value and the average of many repeated measurements. 

The scale factor of each transducer determined by the experimental calibration 

performed by the NBS (see Section 3.0) will be regarded as the true or correct value. These 

values for each transducer are listed in Table 7. Mean values of the scale factors determined 

by the AEDC experimental calibrations are shown in Table 5. The percentage bias values 

determined by comparison of the NBS and the AEDC scale factors are listed in Table 8. 

The percentage standard deviations of individual heat-flux transducer calibrations were 

determined from the AEDC experimental data and are listed in Table 5. The t95 value in Eq. 

(4) is determined by the size of the sample and will be assumed to be 2.0, since the size of  the 
smallest sample was 46 repetitions. 

The percentage total uncertainty value of each of the six transducers is listed in Table 8. 
The average total uncertainty of the six heat-flux transducers calibrated at the NBS and at 

the AEDC is +2.98 (nominally _ 3 percent). Since three different slug calorimeters with 
three different types of thermocouples (ANSI types E, J, and K) were involved in 

determining the precision term, the calculated average uncertainty is considered to reflect 
excellent agreement with the NBS results. 

5.0 CONCLUSIONS 

In any area of measurement, traceability to NBS standards is a definite attribute and 
almost a necessity in the performance of experimental calibrations. Traceability to NBS 

standards greatly enhances the credibility of  any experimental calibration technique. 

Regardless of how detailed and /or  sophisticated a calibration technique may be, there 

always remains an aura of doubt if there is no traceability to NBS standards. Such has been 
the case with experimental heat-flux calibrations at the AEDC until June 1982. 
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Slug-calorimeter standards were established for heat-flux transducer experimental 

calibrations at the AEDC in 1963. Since that date, calibration techniques have been 

improved, two-dimensional analytical methods have been utilized in the design of slug- 

calorimeter standards, and transfer-standard gages have been calibrated at other facilities 

for comparison with AEDC results. All of these factors have contributed to building 

confidence in calibration techniques employed at the AEDC, but still there was no 

traceability to NBS standards. 

Heat-flux transducer experimental calibrations performed at the AEDC are now 

traceable to NBS standards. It is especially encouraging that of the six transducers calibrated 

at the NBS, the largest deviation in scale factors between the AEDC and the NBS data was 

1.19 percent (see Table 8). Two of the transducer scale factors calculated from theAEDC 

calibration data were slightly higher than the NBS values and four were lower. A precision 

term for each transducer was calculated from a large sample of the AEDC calibration data 

(_> 46 data points), and a bias term was determined by comparison of the AEDC and the 

NBS mean value scale factors. The precision and bias terms were combined to calculate a 

total uncertainty value for each transducer. The average total uncertainty value for the six 

transducers is nominally _+ 3 percent. 
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Figure 3. Transfer-standard Gardon gage. 
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Figure 4. Section drawing of Schmidt-Boeiter gage. 
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Figure 5. Slug-calorimeter assembly. 
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AEDC-TR-83-13  

Table 3, AEDC Heat-Flux Transducer Experimental Calibration Data 

QDOT E-TC, 
Btu/ft2-sec 

0.8190 
1,5040 
1.7310 
1.1970 
1,6170 
1.1100 
0 .9310 
1.2720 
1.8700 
1.2190 
0.8660 
1,803~ 
2,078~ 
1.6170 
1.7720 
1.2800 
1.5450 
1.6820 
1.8110 
1,4550 
1.6850 
1,5001 
1.0890 
1.8410 
1.94Rn 
0.9940 
1,516~ 
1.5880 
1.4300 
1.212n 
1,0760 
1.5040 
1,825C 
2,0060 
1.2370 
1.628n 
1.3660 
L.1700 
1.5440 
1,5300 
1.8110 
1.3370 
1.&400 
1,2510 
1.2760 
1.2910 
1,9630 
1.0340 
1.226. 
1.80SO 
1,179. 
1,5980 
0,9055 
1.292, 
1.6450 
U,9510 
1,3840 
1.1800 
1,756n 

QDOT J-TC, 
B t u / f t 2 - s e c  

0.8060 
1.5110 
1.7110 

-1.0000 
-1,0000 
-1.0000 
-1.0000 
- 1 . 0 0 0 0  
- 1 . 0 0 0 0  
-1.0000 
-1.0000 
-1.0000 
-1,0000 
-1.0000 

1.7530 
1.2810 
1.5360 
1.6710 
1.8120 
1,4580 
1.6740 
1.5007 

- 1 . 0 0 0 0  
- 1 . 0 0 0 0  

1,9300 
- 1 . 0 0 0 0  
-1.0000 
-1.0000 

1.4290 
1.1910 
1.0590 
1.5000 
1.8300 
1.9960 
1.2210 
1,6270 
1.3700 

- I , 0 0 0 0  
1.5310 

-1.0000 
-1.0000 
-1.0000 
-1.0000 
- 1 . 0 0 0 0  
- 1 . 0 0 0 0  

1.2830 
1.9520 
1.0370 
1.2120 

-1.0000 
-1.0000 
-1.0000 

0.9065 
1,2920 
1,6440 
0,9430 
1.3780 
1.1730 
1.7650 

QDOT ~-TC, 
Btu/ft -sec 

-1.0000 
-1.0000 
-1.0000 
-1.0000 
-1.0000 
-1.0000 
-1,0000 

0.3190 
0.4660 
0.3030 
0.2130 
0.4460 
0.5130 
0.4060 
0.4420 
0.3160 
0.3820 
0.4180 
0.4460 
0.3640 
0.4120 
0.3650 
0.2690 
0.4540 
0.4840 
0.2430 
0.3770 
0.3940 

- 1 . 0 0 0 0  
- 1 , 0 0 0 0  
-1.0000 
- I , 0 0 0 0  
-1.0000 
-1.0000 
-1.0000 
-1.0000 
-1.0000 
- 1 . 0 0 0 0  
-1.0000 
-1,0000 
-1.0000 
-1.0000 
- 1 . 0 0 0 0  
-1 .0000  
- 1 . 0 0 0 0  
- 1 . 0000  

0.4840 
0.2540 
0.3040 
0.4530 
0.2930 
0.6000 

-1.0000 
0.3230 
0.4150 
0.2380 
0,3460 
0.2890 
0,4290 

EO-SB21, 
mv 

- 1 .0000  
- 1 .0000  
- 1 ,0000  

1.1800 
1.5920 
1.0870 
0.9E90 
1.2540 
1.8490 
1.2030 
0.8520 
1.7730 
2.0630 
1.5910 

- ! , 0 0 0 0  
- 1 . 0 0 0 0  
-1.0000 
- I , 0 0 0 0  
-1.0000 
- 1 . 0 0 0 0  
-1,0000 
- 1 . 0 0 0 0  
-1.0000 
-1.0000 
-1.0000 
-1.0000 
-1.0000 
-1,0000 
- I , 0 0 0 0  
- I . 0 0 0 0  
- 1 .0000  
- 1 .0000  
-1.0000 
- 1 . 0 0 0 0  
- 1 . 0 0 0 0  
-1.0000 
-1.0000 
-1.0000 
- I , 0 0 0 0  

1.5150 
-1.0000 
- 1 . 0 0 0 0  
-1,0000 

1.2530 
1.2670 

-1.0000 
-1.0000 
- I . 0 0 0 0  
-1.0000 
- 1 . 0000  
- 1 . 0 0 0 0  
-1.0000 
-1.0000 
-1.0000 
- I . 0 0 0 0  
-1.0000 
-1o0000 
- 1 .0000  
- 1 .0000  

EO-SB22, 
mw 

1.3210 
2.464~ 

- 1 . 0 0 0 0  
1.9500 
2.6300 
1.8000 
1.5260 

- 1 . 0 0 0 0  
-1.0000 
-1.0000 
- 1 . 0 0 0 0  
- 1 . 0 0 0 0  
-1,0000 
-1.0000 
- 1 , 0 0 0 0  
-1.0000 
- 1 . 0 0 0 0  
- 1 , 0 0 0 0  
- 1 . 0 0 0 0  
- 1 . 0 0 0 0  
-1,0000 
-1.0000 
- I . 0 0 0 0  
-1,0000 
- 1 . 0 0 0 0  
-1.0000 
-1.0000 
- 1 . 0 0 0 0  

2.3500 
1.9590 
1.7370 
2.4520 
2.9950 
3.~700 
2.0150 
2.6590 
2,2360 
1.9280 
2.5280 
2 .5100  
2.9550 
2,1820 
2.6840 
2.0610 
2 .1120  
2.0740 

- 1 . 0 0 0 0  
-1,0000 
- 1 . 0 0 0 0  
- I . 0 0 0 0  
- 1 . 0 0 0 0  
- I . 0 0 0 0  

1.4690 
-1.0000 
-1.0000 
- 1 . 0 0 0 0  
- I . 0 0 0 0  
-1.0000 
- 1 . 0 0 0 0  

EO-GG24, 
mw 

-1.0000 
-1.0000 
-1.0000 
-1.0000 
-1.0000 
-1,0000 
- 1 . 0 0 0 0  
-1 , 0000  
- 1 . 0 0 0 0  
-1.0000 
- 1 , 0 0 0 0  
- 1 . 0 0 0 0  
- 1 . 0 0 0 0  
- 1 , 0 0 0 0  
- 1 , 0 0 0 0  
- i . 0 0 0 0  
-1.0000 
- 1 . 0000  
-1,0000 
-1.0000 
-1 ,000~  
- 1 . 0 0 0 0  
- 1 . 0 0 0 0  
- 1 . 0 0 0 0  
- 1 . 0 0 0 0  
- 1 . 0 0 0 0  
-1.0000 
- 1 . 0 0 0 0  

1.7910 
1.4910 
1.3300 
1.8770 
2.2850 
2.5030 
1,5430 
2.0310 
1.7170 
1.4800 
1.9360 
1.9270 
2.2620 
1.6690 
2.0600 
1.5770 
1.6150 

- 1 . 0 0 0 0  
2.4450 
1.2660 

-1.0000 
- I . 0 0 0 0  
-1.0000 
- 1 . 0 0 0 0  
- 1 . 0 0 0 0  

1.6660 
2.1190 
1,2120 
1.7360 
1.4400 
2.1400 

EO-GG27, 
mv 

0,~040 
0.3800 
0,4400 
0.J010 
O.~ObO 
0,2770 
0.~360 
0.3220 
0.4710 
0.J090 
0.~120 
0.4S10 
0.b230 
0,4100 
0.4460 
O.J210 
0.3870 
0.42b0 
0.4650 
0.3630 
0.4190 
O,J?50 
0.2770 
0.~660 
0 .4960 
0,~510 
O.J8bO 
0.~040 

q1.0000 
~1.u000 
~1.0000 
-1.0000 
- 1 , 0000  
~1.0000 
- 1 . 0000  
~I.UO00 
~1.0000 
-1.0000 
-1.0000 
*l.UO00 
- l .UO00 
-1 . 0000  
-1 . 0000  
-1.~000 
-1.0000 

0,J240 
0.4960 
0.2560 
0.J l10 
0.4610 
0,29~0 
0.40~0 
0,~260 

~1,0000 
~1.0000 
dl.O000 

0.J580 
0.~9~0 

- 1 . 0 0 0 0  

EO-GG29, EO-GG33, 
mV mV 

u.2000 -1,0000 
u.3700 -1.0000 
u.4330 -1.0000 
0.2960 -1.0000 
U,3980 0,4150 
u.2720 0.2850 
0.2260 -1.0000 
0,3180 0.3290 
0,4660 0.4800 
U,3040 0.3170 
U,2120 0.2200 
u.4500 0.4640 
~.5200 0.5290 
0.4050 0,4150.  
0.4440 - 1 , 0 0 0 0  
U,3210 - I , 0 0 0 0  
0.3840 0.3990 
0.4190 0,4310 
0.4540 0,4640 
~.3630 - 1 . 0 0 0 0  
0.4100 - 1 , 0 0 0 0  
U.3670 0.3820 
0,2710 0,2900 
0.4540 0.4730 
0,4840 - 1 , 0 0 0 0  
U.2420 -1.0000 
0.3750 - ! ,0000 
u.3920 0.4150 

-1,0000 0,3710 
- i , 0 0 0 0  0 ,3090 
-~ , 0000  0.2740 
-~ , 0000  0.3900 
-1.0000 0.4750 
-1.0000 0.5180 
-1.0000 0.3170 
-A,O000 0 .4210 
-1,0000 0.3600 
" ! .0000 0,3040 
" ! .0000 0.3960 
-1,0000 0,3940 
" | . 0 0 0 0  0,4640 
"A,O000 0.3420 
- I , 0 0 0 0  0.4220 
"~ ,0000  0.3250 
- i , O 0 0 0  0,3330 

U.3170 0.3300 
-1,0000 0.5020 
-L.O000 0.2650 

U.3030 -1.0000 
0,4500 - 1 . 0 0 0 0  
U.2900 -1,0000 
0.3980 -1.0000 
0,2220 - 1 . 0 0 0 0  

-~.0000 -1.0000 
- 1 . 0 0 0 0  -1 . 0000  
- 1 . 0 0 0 0  - 1 . 0 0 0 0  
-1.0000 - 1 . 0 0 0 0  
-1.0000 - 1 , 0 0 0 0  

u.4360 -1.0000 
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Table 4. 

8B21, 
B t u / f t 2 - s e c / m v  

Calculation of Ex~)erimental Scale Factors for the AEDC Heat-Flux Transducers 

8B22, GG24, GG27, GG29, GG33p Number o f  

Btulft2-sec/mv B t u / f t 2 - s e c l m v  Btulft2-sec/mv B t u l f t 2 - s e c / m v  B t u / f t 2 - s e c l m v  D a t a  Samples  

0 , 6 2 0 0  
0,~104. 
0 , 6 1 3 8  
00614.8 
006167 
0 .~101  
00~1~3 
006187 
0 , 6 1 9 6  
0,6134 
0.6093 
006135 
0 . 6 1 3 9  
0 , 6 1 2 3  
0,6109 
0 , 6 0 6 8  
0 , 6 1 0 8  
0,6096 
0 . 6 1 2 9  
006127 
006110 
006070 
0 , 6 0 4 2  
0,622S 
0,6|64. 
006101 
0,6132 
006081 
0 , 6 0 8 0  
00~097 
00611?  
0 , 6 1 1 0  
006104 
0 , 6 0 8 9  
o , 6 1 1 9  
0,6127 
0e6066 
006166 
006171 
0,6051 
00~053 
0,6039 
0,~060 
0.6036 
000080 
006999 

0°0 
0.0 
0.0 
0.0 
0,0 
0.0 
0*0 
0*0 
000 
00~ 
000 
000 
0.0 
000 
0,0 

0,0 
000 
00~ 
0,0 
00n 

0,603S 
0,6091 
0,8090 
0,6013 
0,7967 
006014. 
008017 
0,6016 
0,79S6 
0,790§ 
o,?g?s 
0*794.0 
0,6006 
0 .8011  
0.7961 
0,?933 
0 , 7 9 0 1  
0,6029 
0,6|67 
O,??SS 
0,7763 
0.7847 
0,7972 
0,6|94 
0,8206 
0,7979 
0,7951 
0,7962 
0*7991 
0,8009 
0,7974 
0*7962 
006011 
007979 
0,7966 
0,7964 
0 , 6 1 9 1  
O,??SS 
0077S8 
0,7781 
007936 
0,6146 
0,824.0 
0,T862 
0.7945 
00784.S 
0.0 
000 
0,0 
0,0 
0,0 
0.0 
0,0 
000 
000 
000 
000 
000 
O,O 
0,0 
0,0 
0,0 
000 
0,0 
000 
000 
0.0 
000 

4.0147 
3.9$79 
3o934.1 
309767 
3.9926 
400072 
3.9449 
309S03 
309?03 
3094.S0 
40064.9 
3099?0  
3,9?32 
3.94.39 
3 ,9731  
309876 
3,9922 
3 , 9 5 ? 6  
308966 
400063 
4.00215 
4,0019 
3,0314 
309506 
3.9274. 
3,9602 
3,9377 
3.9307 
3 , 9 6 4 6  
3,9577 
4.00391 
309421 
309154 
309S64 
3,94S7 
4,0066 
3086S9 
4.00136 
3,9510 
3.9763 
3 . 8 0 6 6  
3,930S 
3.9907 
3,9690 
3,9318 
306968 
4.0|6S 
3 , 9 9 S 2  
4,0019 
3.6911 
3.9599 
3.93SS 
4.0508 
308971 
400111 
3,8492 
309090 
309203 
3,9309 
309242 
3e9364 
3,0944. 
309257 
300932 
4*0189 
309313 
309466 
3 , 8 6 0 ~  

4,0960 
4,064.¥ 
3,607; 
4 .043V 
4.,062U 
4,080V 
4 , 1 1 9 4  
4.0000 
4.00129 
4,0099 
40064.V 
4,0067 
30996~ 
309926 
309910 
306874 
4.00234 
4.00143 
309690 
4,0083 
4.,1098 
400691 
4.00184 
4.00551 
4,024.~ 
4 , 1 0 7 4  
4.0427 
40051u 
4,0724 
4 , 0 4 6 ~  
4.,01'11 
4. ,06~b 
4 , 0 1 6 1  
4,0788 
4,0274 
4,0300 
4.,063U 
309§14 
3.946~ 
3.990; 
4,0000 
3 , 9 8 6 1  
30991~ 
40016~ 
40082¥ 
400891 
306670 
4..0473 
40000~ 
4.00833 
4.0048~ 
309664 
400000 
3,9963 
4 . 1 1 0 4  
309434. 
30067~ 
300572 
400169 
3.940~ 
3,9673 
309284. 
000 
000 
0,0 
0.0 
000 
000 

3,6964 
308947 
3,6663 
3,69S| 
3,64§4 
3.9364 
3088S0 
309282 
3,6964.  
3,872Z 
309025 
309030 
3,920S 
307562 
308922 
30826S 
3,8767 
3.9223 
306270 
3,8564 
3,84.21 
306726 
309022 
308670 
307944. 
3084.67 
306990 
3 , 8 8 3 2  
309030 
3 , 9 0 9 4  
3 , 6 8 6 3  
308462  
308310 
3 , 9 1 2 1  
3 . 9 1 0 4  
3 , 9 0 1 9  
3 ° 6 4 9 6  
3.8770 
3.9052 
3.9285 
3 , 8 5 1 8  
30654.4 
3.6660 
3,6462 
3,8526 
306533 
3,870? 
308646 
3.8056 
3.6662 
3.8879 
3,8884 
309132  
3 . 8 3 6 1  
3.614.0 
3,611§ 
3,8521 
3,794.9 
306?27 
3.821a 
3.8996 
306337 
3084.52 
3065S4 
30604.8 
0 , 0  
0 , 0  
0 , 0  

30987S 
600129 
4,0231 
4,0667 
4,04.26 
4.00607 
309826 
4,0090 
400506 
4.e04.~S 
4.,0236 
4.,060S 
309973 
4.00696 
4 . , !11S 
4°04.63 
400551 
400246 
4 , 0 9 0 5  
400212 
4,0306 
4.,OSSO 
4.,0709 
4..0329 
3,984.S 
4.00239 
3,9950 
4..0000 
3,9659 
3099S6 
4,0000 
400630 
4.00932 
3.9661 
4 , 0 5 3 6  
400209 
309976 
4.00628 
4.00055 
400631 
4,111S 
3,9676 
4.0033| 
400627 
3,9666 
4 . 0 0 0 0  
3.9614.  
3.9622 
3,9627 
400568 
4.o114.2 
3,9310 
3,9678 
309?03 
4. ,0000 
3097S3 
4..0214 
309187 
0,0 
000 
000 
0,0 
0,0 
0,0 
0,0 
000 
0,0 
000 

I 
2 
3 
4. 
S 
6 
? 
6 
6 

10 
11 
]2 
|3  
14 
1S 
16 
17 
L6 
19 
20 
21 
22 
23 
24 
Z$ 
26 
27 
28 
29 
30 
31 
32 
-i 3 
34 
35 
36 
37 
36 
39 
4.0 
4.1 
4.2 
.4.3 
4.6 
4.S 
4.6 
47 
e+8 
4.9 
sO 
bl 
52 
43 
$4 
SS 
.56 
$7 
$6 
$9 
60 
61 
62 
63 
66 
66 
66 
6? 
66 

N o t e :  Hea t  f l u x  m e a s u r e d  wLth s l u g  c a l o r i m e t e r  w i t h  Jd(SI Type E, J ,  and  [ t h e r m o c o u p l e e ,  
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Table 5. Calculat ion  of  Mean Value and Standard Dev ia t ion  o f  Scale Factors - A E D C  
Experimental  Data  

SB21 
Data Samples: 46 

Mean Standard 
Value, Deviation, 

Btu/ft2-sec/mv ] Btu/ft2-sec/m~, 
i 

0.61119 0.00468 
(0.766 percent) 

I 

SB22 
Data Samples: 46 

Mean 
Value, 

Btu/ft2-sec/mv 

GG24 
Data Samples: 68 

Standard Mean 
Deviation, Value, 

Btu/ft2-sec/mv Btu/ft2sec/mv 

GG27 GG29 

0.79772 0.01168 3.95775 
(1.464 percent) 

Standard 
Deviation, 

Btu/ft2-sec/mv 

0.04577 
i (1.156 percent) 

GG33 
Data Samples: 62 

Mean 
Value, 

Btu/ft2-sec/mv 

4.02501 

Standard 
Deviation, 

Btu/ft2-sec/mv 

Data Samples: 65 

Mean 
Value, 

Btu/ft2-sec/mv 

Standard 
Deviation 

Btu/ft2-sec/mv 

Data Samples: 58 

Mean Standard 
Value, Deviation 

Btu/ft2-sec/mv Btu/ft2-sec/mv 

0.04709 
(1.170 percent) 

3.86991 ] 0.03800 
1(0.982 percent) 

4.02339 0.04495 
(1.117 percent) 
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Table 7. Linear Equations for Heat-Flux Transducers 

Transducer 

SB21 

SB22 

GG241 

GG27 l 

GG29 I 

GG331 

Form of  Equation dl = Clo + m Eo 

4= 
q= 
q= 

Scale Factor 2, 

Btu/ft2-sec/mv 

-0.0038 + 0.7165 Eo 

-0.0091 + 0.9268 Eo 

0.0022 + 4.6199 Eo 

0.0196 + 4.7681Eo 

0.0118 + 4.5785 Eo 

0.0002 + 4.7633 Eo 

0.6121 

0.7918 

3.9470 

4.0736 

3.9116 

4.0695 

1 Values for 0.1 and 0.2 w/cm 2 were not used in the determination of the linear equations. 

2 Scale factors for each transducer were calculated by converting the slope, m, of  the best 
straight-line curve fit in column 2 into English units and multiplying by sensing-surface 
absorptivity, 0.97. 
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APPENDIX A 

SLUG-CALORIMETER ANALYSIS 

A slug calorimeter consists of two primary components: a calorimetric mass and a mass 

support system. The backside temperature history is usually measured with fine-wire 
thermocouples. Since the wires are small (0.003-in. diam) and it has been shown in recent 

thermal analyses at the AEDC that the effects of these wires are negligible, they will not be 

considered in this analysis. The thermal interaction between the calorimetric mass and the 
mass support is the heat-conduction problem which will be addressed in this appendix. 

The equation normally used for reduction of heat-flux data from a slug calorimeter is 

c] = o t 'Cp dT (A-l) 
dt 

and assumes one-dimensional heat conduction only. This defines ideal (no heat losses or 
gains except at the sensing surface) slug-calorimeter behavior. In reality, it is difficult to 

design and fabricate a slug calorimeter which behaves in the ideal manner. It is the degree to 

which the actual approaches the ideal which is of primary interest. Since it is realized that 

heat conduction is not truly one dimensional, an analytical technique which considers heat 

conduction in at least two dimensions must be used. Such a method exists and has been 

successfully used in Schmidt-Boelter gage design among other applications. This method is a 

finite-element, two-dimensional heat-conduction code designated TRAX (Ref. 15). 

Analytical modeling of the slug-calorimeter system by the TRAX computer code is 

simple and straightforward. A block matrix of the analytical TRAX model used to represent 
the slug-calorimeter system is shown in Fig. A-I. This is an axisymmetric model of radius, R, 

and length, X, with 176 elements and 210 nodal points. Each square block in Fig. A-1 
represents one element. The element designation is indicated by the large number in the 

center of the block. Each element block is also identified by four nodal points, designated by 

the small numbers at each corner of the block. The matrix is divided into two sections, 

separated by the heavy lines. Section 1 represents the calorimetric mass, and Section 2 

represents the support system. Boundary conditions are a constant heat flux of any specified 

level between each of the 20 nodal points on the top surface of the analytical model. The 

thermal properties of  the slug-calorimeter system are considered to be non-temperature 
dependent. The initial temperature is considered to be zero since the parameter of interest is 
temperature rise rather than absolute temperature. The bot tom and side surfaces of the 

assembly are considered to be adiabatic, i.e., neither receiving nor losing heat. The material 

of the calorimetric mass will always be copper, but the material of  the mass support will be 

varied to indicate changes in behavior. 
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The TRAX computer program calculates and prints timewise temperature data for every 

nodal point in the analytical model matrix at each specified print interval. Thus, for the 

analytical model under consideration (210 nodal points), a large volume of tabulated data is 
available to the user. This large amount  of data permits a close examination of  gage 

behavior and performance. The user must exercise engineering judgment  to determine which 
data are of  interest in his particular application. For the model under consideration, the 

temperature history at nodal point 81 is of  primary interest. This represents the physical 

location of the temperature sensor, i.e., the center of the back surface of the calorimetric 
mass (disk). 

Temperature histories generated by the TRAX computer program at nodal point 81 are 

shown on Fig. A-2 for several different mass support materials for a copper slug diameter of 

0.250 in. and a thickness of 0.10 in. The outside diameter of the mass support is 1.0 in., and 
the inside diameter is 0.225 in. The ideal slug-calorimeter temperature history generated by 

application of  Eq. (A-l) is shown in Fig. A-2. As expected, the temperature histories for the 
materials with higher thermal conductivities (stainless steel and pyroceram) are lower than 

the ideal slug-calorimeter temperature history. However, the temperature histories for 
plexiglass and nylon supports are considerably higher than the ideal, indicating a net heat 
gain across the boundary between the calorimetric mass and mass support. 

Several similar temperature histories generated by the TRAX program at nodal point 81 

for a 0.50-in.-diam slug calorimeter are shown on Fig. A-3. The outside diameter of the mass 

support is 1.0 in., and the inside diameter is 0.45 in. The temperature histories are closer to 

the ideal slug-calorimeter temperature history for the larger diameter calorimetric mass. 

Errors in indicated heat flux for the plexiglass mass support are 6.4 percent high at a time 
point of 5 sec from the beginning of  heating. This is closer to the ideal, but the percentage 
error is unacceptable. 

Because of  physical size constraints of the 2- by 2-in. block which houses the slug 
calorimeter and transfer standards, it is best not to make the diameter of the copper disk 

larger than 0.50 in. Plexiglass is a commonly available and easily machinable material so 
there are definite practical advantages in making the mass support from this material. 

Therefore, the analytical model was modified in an effort to bring the temperature history of  

a 0.50-in.-diam by 0.10-in.-thick copper disk supported by plexiglass into good agreement 

with ideal slug-calorimeter behavior. These modifications were implemented by increasing 

the physical size of  the shoulder of the calorimetric mass support and by decreasing the heat- 

flux input on the top surface of mass support material. The effects of  these modifications 
are illustrated in Fig. A-4. 

52 



AEDC-TR-83-13 

With reference to Fig. A-4, the relationship between ideal slug calorimeter behavior and 

the analytical temperature history resulting from a plexiglass mass support with a 0.025-in. 

shoulder (Curve A) is shown as it was in Fig. A-3. The effect of increasing the shoulder from 

0.025 to 0.050 in. is shown by Curve B. A slight improvement is seen. The effect of keeping 

the shoulder at 0.050 in. and decreasing the heat flux on the top surface of the plexiglass 

support to 0.75 Btu/ft2-sec is shown by Curve C. This change dropped the analytical 
temperature history slightly below the ideal slug-calorimeter curve. Curve D shows the 
resulting analytical temperature history generated by decreasing the plexiglass shoulder back 

to 0.025 in. and holding the input heat flux on the top surface of the plexiglass calorimetric 
mass support at 0.75 Btu/ft2-sec. It is obvious that Curve D is effectively in perfect 

agreement with the curve for ideal slug-calorimeter behavior. 

The actual slug calorimeters used in the experimental calibrations described in this report 

were fabricated with a 0.50-in.-diam by 0.10-in.-thick copper disk and a plexiglass mass 

support with a 0.025-in. shoulder (see Fig. 5). When the actual experimental calibrations 

were performed, an attempt was made to duplicate the analytical conditions of Curve D 
(Fig. A-4) by not painting the top surface of the plexiglass support with the high-absorptivity 

coating. This should reduce the heat flux absorbed at the top surface of the mass support 

relative to that absorbed by the calorimetric mass (with the high-absorptivity coating). The 
assumption that Curve D (Fig. A-4) represents actual slug-calorimeter behavior requires that 

the absorptivity of the unpainted plexiglass is 75 percent of the painted calorimeteric mass 
sensing-surface absorptivity, i.e., 0.728. Handbook values of the absorptivity of clear 

plexiglass vary greatly with the type of plexiglass, thickness, wavelength, and temperature. 

Data* show that the maximum absorptivity of a l/8-in.-thick sheet of plexiglass is 0.92 at 1.0 

# and drops to about 0.62 at 2.0 #. Since the absorptivity decreases logarithmically with 

thickness, the 0.728 value of absorptivity assumed for the 0.35-in.-thick mass support 

should be accurate within _ 10 percent over the transmitting wavelength of the quartz lamp. 
Since the accuracy of the indicated heat flux with slug calorimeters is not a strong function 
of mass support system absorptivity, no attempt was made to evaluate this absorptivity 

experimentally. 

* Plastics Department of Rohm and Haas Company. "Plexiglass-Design, Fabrication, and Molding 
Data." Bulletin No. PL-53f, May 1964. 
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AEDC-TR-83-13 

A P P E N D I X  B 

DEFINITION OF UNCERTAINTY 

Abernethy et al. ° present a working outline detailing and illustrating the techniques for 

estimating the measurement  uncertainty in rocket engine systems. The same terms are used 

in estimating uncertainty in the AEDC heat-flux calibrations. To review briefly, there are 

two types of  measurement error: precision and bias. Precision error is the variation of  

repeated measurements of  the same quantity. The sample standard deviation (S) is used as 

an index of  the precision. Bias is the difference between the true value and the average of  

many repeated measurements.  A limit (B) for the bias is estimated on judgment ,  experience, 

and testing. The formula for combining these into uncertainty (U) is 

U = + (B + t95S) (B-l) 

where t95 is the 95th percentile point for the two-tailed Student 's  " t "  distribution. The t 

value is a function of  the number of  degrees of  freedom (DOF) used in calculating S. For 

small samples, t will be large, and for larger samples, t will be smaller, approaching 1.96 as a 

lower limit. The use of  the t arbitrarily inflates the limit U to reduce the risk of  

underestimating S when a small sample is used to calculate S. In a sample, the number of  

DOF is the size of  the sample. Since 30 DOF yield a t of  2.04 and infinite DOF yield a t o f  

1.96, an arbitrary selection of  t = 2 for values of  DOF from 30 to infinity was made; i.e., U 

= +_ (B + 2S), when DOF _>30. 

* Abernethy, R. B., Colbert, D. L.~and Powell~ B. D. "ICRPG Handbook for Estimating the Uncertainty in 

Measurements with Liquid Propellant Rocket Engine Systems." CPIA No. 180, April 1969. 
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AEDC-TR-83-13 

NOMENCLATURE 

Coefficient of  n th degree polynomial, °F /mv 

Bias term (See Appendix B) 

Specific heat of calorimetric mass, Btu/lb-°F 

Thermocouple output  signal, mv 

Thickness of calorimetric mass, ft 

Number of samples in statistical analysis 

Heat flux or heat-transfer rate, Btu/ftE-sec 

Constant heat flux at surface, Btu/ft2-sec 

Radial distance, ft 

Standard deviation or precision index (See Appendix B) 

Scale factor, Btu/ft2-sec/mv 

Mean value of scale factor, Btu/ft2-sec/mv 

Temperature, °F 

Back-surface temperature of calorimetric mass, °F 

Time, sec 

Ninety-fifth percentile point for two-tailed Student 's " t "  distribution (See 

Appendix B) 

Uncertainty (See Appendix B) 

Axial distance, ft 

Density of calorimetric mass, lb/ft  3 
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AEDC-TR-83-13 

SUBSCRIPTS 

2 

4 

Degree of polynomial 

Degree of polynomial 

Degree of polynomial 

Degree of polynomial 

Degree of polynomial 

i Index 
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